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ABSTRACT:Factor analysis is one of the dimension reduction methods. It is widely used in any areas even though its 
history is very long. Researchers and engineers are applying factor analysis much as thy focus on massive data and start 
to analyse. We review factor analysis in the paper. All aspects of factor analysis are studied from the theoretical part to 
an experimental part. Especially, a factor rotation method affects the result of factor analysis and we verify it from the 
experiment. 
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I. INTRODUCTION 
 
Factor analysis discovers the interrelationship among the corresponding variables through the covariance and the 
correlation [1]. The correlation and the structure of the variables and the questions are revealed through the method and 
they are combined into a few factors based on the information of the corresponding variables. Many variables are 
compressed into a small number of intrinsic factors through factor analysis. The basic concept of factor analysis is to 
minimize loss of information by reducing the number of factors from the original number of its variables. The 
advantages of factor analysis are that it helps a researcher understand information and process an extra experiment. On 
the other hand, the disadvantage of factor analysis is that it is hard to understand the factors’ meanings if the derived 
factors are generated randomly. The result must be interpreted cautiously. It can lead to misinterpretation if we classify 
and interpret the combined groups of variables without theoretical background of validity and reliability. The paper 
consists of 4 parts. We introduce factor analysis in short in the first section. In the second section, we investigate 
several aspects of factor analysis. We make an experiment for factor analysis in the third section. In the last section, we 
make a conclusion.  

II. VARIOUS ASPECTS OF FACTOR ANALYSIS 
 

The characteristics of factor analysis are as follows. There is no distinction between a dependent variable and 
independent variables. The general statistical analyses consider the population estimation in the last procedure, but the 
factor analysis does not consider inference procedure. After the variables are reduced to a few factors, factors are 
available for such analyses as regression, clustering, correlation, and so on. There are two types of factor analysis. R-
type factor analysis is to create a few factors based on the variables and it is a widely used method. Q-type factor 
analysis is to classify individuals into several reciprocal groups. Cluster analysis is generally applied to Q-type factor 
analysis since it is hard to calculate in factor analysis approach. We only investigate R-type factor analysis in the 
research. Meanwhile, we classify factor analysis in a different view. There are another two styles of factor analysis. An 
exploratory factor analysis and a confirmatory factor analysis. In the research, we only consider an exploratory factor 
analysis. The disadvantages of an exploratory factor analysis are as follows. The number of factors and the factor 
rotation method are decided by a researcher’s subjectivity even though several subsidiary tools are offered for decision. 
The variables in the same factors usually have similar characteristics. However, the variables in the factors generated 
from exploratory factor analysis sometimes is hard to find common concept and interpret the factor. Therefore, the 
interpretation of factors is in danger because a researcher decides subjectively.  
 
Factor analysis cannot be applied in any condition. Factor analysis analyse the variables of which forms are interval or 
ratio scales. An appropriate data for factor analysis is basically continuous data. In survey research, Likert scale is used. 
Data from Likert scale is regarded as continuous data since the value from Likert scale belongs to ordinal number. The 
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minimum number of the samples is 50 and the recommended number of the samples is over 100. Another 
recommendation is that the number of the samples is over two times of the number of variables. As the number of the 
samples increases, the result of factor analysis becomes better like other statistical analyses.  
 

Table 1. Process for factor analysis 
Step 1 2 3 4 

Topic 
Topic decision Factor extraction 

method 
Factor rotation method Calculation of the factor 

score and interpretation 
of the result 

Subtopics 

- Decide research topic 
- Decide the sample size 
- Develop the questions 
in survey 
- Decide the number of 
factors roughly from the 
previous research 
- 
Investigate/collect/code 
data 

-Decide the factor 
extraction method 
-Decide the number of 
factors 
-Examine the result 
without factor rotation 

-Decide the factor 
rotation method 
-Examine the result with 
factor rotation 

-Test the model through 
KMO and Bartlett’s test 
-Interpret 
communalities and total 
variance explained 
-Interpret the 
component matrix 
-Decide the final factors 
and name them 
-Generate the factor 
scores 

 
Table 1 describes the procedure for applying the factor analysis to data. The main process in the second stage is to 
decide the factor extraction method in factor analysis. There are several factor extraction methods. A principal 
component analysis [2] forms uncorrelated linear combinations from the variables. The order of the components is 
decided by the size of their variances. The first component has the largest variance. The second component has the 
second largest variance [3]. It is a common factor extraction method. An unweighted least-squares method minimizes 
the total sum of the squared differences between the original and the modified correlation matrices [4].A generalized 
least-squares method is different from an unweighted least-squares method. It considers the weights in correlations. 
The variables with high uniqueness have little weights and the variables with low uniqueness have high weights.A 
maximum-likelihood method estimates parameters by considering the corresponding maximum likelihood [5].  
 
It is one of the most important task to decide the number of the factors in factor analysis. We include the factor into the 
final form until the corresponding eigenvalue is equal to or greater than 1. An eigenvalue means the sum of the squared 
factor loading values. It is the power of exploration which is same with the variation of the variance. Another method is 
to use Scree plot. Scree plot is the plot with the number of factors as x-axis and the eigenvalues of the corresponding 
factors as y-axis. The eigenvalue decreases as the number of factors increases. The number of factors is decided at the 
point which the line is folded suddenly [6][7].  
 
In the third stage in Table 1, we rotate the axes of factors for better performance. It effects the performance much. The 
basic distinct is orthogonal rotation or oblique rotation. The basic hypothesis for two rotations are completely different. 
A research must select the specific method carefully. The factor rotation methods are described in Table 2 [8].  
 

Table 2. Methods for factor rotation 
Rotation type Method Description 

Orthogonal 
rotation 

Varimax [9] Factors are independent in rotating. There is no correlation between factors.  
It is easy to interpret the result since the result is simple. Quartimax [10] 

Equimax 

Oblique 
rotation 

Oblimin Factors are related each other. The value of the corresponding correlation is not 
zero.  
It is hard to interpret the result since the form of result is complex.  

Promax [11] 
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There is a reason to apply factor rotation before factor analysis. There is a limitation to verify the levels between 
variables with factor loading values. Therefore, we rotate the directions of the factors based on the mathematical rule 
first. It makes the factor with a high factor loading value gets greater factor loading value up to 1 and the factor with a 
low factor loading value gets lower factor loading value up to 0 [12]. Factor rotation reduces the dimensions of the 
variables through factor loading values which mean the corresponding correlation coefficients.  

III. EXPERIMENTAL RESULTS 
 

We use fictional data to compare the result of factor analysis. It is the survey about a merchandise which consists of 
15 questions. 325 people answers the survey.The result with the principal component analysis and no rotation is as 
follows.  
 

 
Fig. 1. Total variance explained and Scree plot for factor analysis with principal component analysis and no rotation 

 
The appropriate number of factors is 5 when we decide it from the above table and Scree plot. The component matrix 
is described in Figure 2. The factor consists of the questions with high values. We can assign questions into the 
factors, but it is not easy because the values are not different much in some factors. The row means the variable and 
the column means the factor in Figure 2. Next, we rotate the directions of factors and apply the factor analysis.  
 

 
Fig. 2. Component matrix for factor analysis with principal component analysis and no rotation 
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Varimax method is the widely-used rotation method. Total variance explained and Scree plot from the factor analysis 
with principal component analysis and Varimax rotation are described in Figure 3. They are exactly same with Figure 
1. They are always same regardless of factor extraction method and factor rotation method. Therefore, we omit the 
table and the plot like Figure 3.  
 

 
Fig. 3. Total variance explained and Scree plot for factor analysis with principal component analysis and Varimax rotation 

 
Figure 4 describes the component matrices from Varimax rotation and Quartimax rotation. The rotated component 
matricesare dramatically different from the original component matrix. However, they are almost same each other.  
 

 
(a)                                                                                                                 (b) 

Fig. 4. Component matrix for factor analysis with principal component analysis (a) Varimax rotation method (b) Quartimax rotation method 
 
The results from oblique rotation approach are shown in Figure 5. They are the component matrices from Oblimin 
rotation and Promax rotation.  
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(a)                                                                                                                 (b) 

Fig. 5. Component matrix for factor analysis with principal component analysis (a) Oblimin rotation method (b) Promax rotation method 

IV. CONCLUSION  
 
Factor analysis is very popular method nowadays. It reduces the number of features and the approach is especially 

useful when a researcher handles huge data. Even though they belong to factor analysis category, there are many 
different factor analysis methods. Therefore, it is very important for a researcher to make several decisions for better 
performance of factor analysis. Their decisions are the number of factors, the factor extraction method, the factor 
rotation method, the interpretation of factors, and so on. We discover the differences from the selection of the rotation 
methods in the paper. We can perform factor analysis in a right manner when we follow the process for factor analysis 
which is described Table 1.  
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